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[bookmark: _Ref528762725]Introduction
In SA2#133, it was discussed based on [1] the need to reflect the TimeIntervalValue defined for a TSN traffic by the IEEE 802.1Qbv scheduler as part of the TSC assistance information, in place of the current Burst Arrival time which provides an instant value only. No conclusion was reached and the discussion was postponed. In this contribution we further analyze the issue and show the drawbacks resulting from not exposing this time interval to RAN.
Discussion
In a TSN network, the IEEE 802.1Qbv scheduler configures (via CNC) the transmission of different packet flows across TSN bridges according to a tight TDM schedule. As shown in Figure 1, in order to do so, such so-called Time-Aware Shaper (TAS) introduces time-based gates at the output ports of a TSN bridge that bind the transmission of frames from the egress queues (traffic classes) to a configured periodic schedule called the Gate Control List (GCL).


[bookmark: _Ref789176][bookmark: _Ref789163]Figure 1: 802.1Qbv functionality in a TSN bridge and resulting scheduling example
The periodic execution of the GCL defines the scheduler cycle, or cycle time, of the TSN schedule.
From the above description, it is clear that a packet of a given flow mapped by the IEEE 802.1Qbv scheduler to a scheduling slot, defined as the time lap during which the gate is open, can arrive at an output port at any time within that slot. This is due, for example, to the QoS scheduling at each TSN bridge egress port that will schedule a given packet before or after other packets from other flows mapped onto the same IEEE 802.1Qbv slot, based, amongst other things, on their priorities. This is illustrated in Figure 2 showing an example of scheduling of a packet across the different bridges, where the packet is scheduled after other higher priority packets that may show up e.g. from other ports, at each bridge. Such behaviour creates a jitter on the (periodic) packet arrival time of a TSN flow, defined by the IEEE 802.1Qbv slot, in the cycle time, configured for this TSN flow.  


[bookmark: _Ref11248004]Figure 2: Example of scheduling of a packet across different bridges.
On RAN side, Configured Grants (CGs), for UL, and Semi-Persistent Scheduling (SPS), for DL, are well-suited for addressing such deterministic and periodic traffic, but require the knowledge of the traffic period and arrival time to be properly configured. This is why, in the RAN TR 38.825 [3], the traffic bursts of such flows require that new parameters are exposed from CN to RAN, namely the message periodicity and reference time/offset (Table 6.5.2-1 of [3]), which was reported by RAN2 to SA2 in their LS [4]. Accordingly, SA2 captured in current TS 23.501 the requirements for TSC Assistance Information (TSCAI) as Flow Direction, Periodicity, and Burst Arrival time.
Moreover, in order to properly address the above TSN QoS scheduling jitter as well as other potential jitter sources, such above CGs and SPSs can be configured consecutively as shown in Figure 3:

 
[bookmark: _Ref11253357]Figure 3: Addressing the TSN QoS scheduling jitter with multiple CG configurations in RAN.
Such above configuration is enabled by supporting multiple CG/SPS configurations per Bandwidth Part per UE, which was agreed to be supported in Rel-16 by RAN1/RAN2 [5][6].
From the above, it is clear that the arrival time jitter resulting from the TSN schedulers at each TSN stage can be easily derived from the IEEE 802.1Qbv configuration by CNC for the 5GS bridge. However, the current Burst Arrival time only defines an instant value instead of a time interval, so that RAN has no means to configure appropriately the above group of CG/SPSs.
During the online discussion in SA2#133 it was argued that such Burst Arrival time can be sufficient if it is configured to the value at the end of the IEEE 802.1Qbv scheduling slot, i.e. at the time where the gate closes. However there are two issues associated with this approach:
1. It delays unnecessarily all packets arriving within the scheduling slot to the slot end, irrespective of their arrival time. This creates a jitter which requires further de-jittering at the 5GS bound. But, not mentioning the additional complexity, it results in adding an artificial delay to all packets equal to the slot length (Figure 4). This is what should be avoided for such URLLC packet. 
2. It practically prevents from making use of the above multiple SPS/CG configurations now supported in RAN1/2 to address packet arrival jitter of URLLC packets, since the network cannot properly configure the number and spacing of such SPS/CG configurations if it does not know the jitter interval.


[bookmark: _Ref11255401] Figure 4: Unnecessary delay introduced to URLLC packets by configuring the Burst Arrival time at the end of the IEEE 802.1Qbv scheduling slot
Observation 1: Configuring the Burst Arrival time to the time at the end of the IEEE 802.1Qbv scheduling slot unnecessarily introduces a delay to all URLLC packets.
Observation 2: Keeping a single value for the Burst Arrival time prevents from making use of the multiple SPS/CG configurations now supported in RAN1/2 to address packet arrival jitter of URLLC packets.

Proposal: The Burst Arrival time in TSC Assistance Information (TSCAI) is defined as a time interval (rather than just an absolute time) during which the related packet(s) are expected to be received.
Conclusion
In this contribution we further discussed upgrading the current parameter Burst Arrival time in the current TSC Assistance Information to reflect a time interval rather than a time instant. The resulting observations and proposals are as follows:
Observation 1: Configuring the Burst Arrival time to the time at the end of the IEEE 802.1Qbv scheduling slot unnecessarily introduces a delay to all URLLC packets.
Observation 2: Keeping a single value for the Burst Arrival time prevents from making use of the multiple SPS/CG configurations now supported in RAN1/2 to address packet arrival jitter of URLLC packets.
Proposal: The Burst Arrival time in TSC Assistance Information (TSCAI) is defined as a time interval (rather than just an absolute time) during which the related packet(s) are expected to be received.
[bookmark: _GoBack]A companion CR is proposed in S2-1907658.
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